






























































In [53]: using LinearAlgebra    #The default package for matrices and such oeprations
using Convex           #A solver interface for convex optimization (including linear pro
gramming)
using SCS              #A solver using ADMM (an algorithm we will discuss later in Nonli
near II)

function gradeStudent(scoreH, scoreM, scoreF, scoreP)
#Given a student's indivudual scores, ranging 0 to 100, in the four course components
#Returns their approximate maximum course grade over all allowable rubircs
#
#Warning the returned solution is only approximately optimal since ADMM only approximate
ly solves

   #Define variable for the LP. The coordinates are the weights (H, M, F, P)
   x = Variable(4)

   #Define the objective for the LP
   c = [scoreH; scoreM; scoreF; scoreP]/100.0
   p = maximize(dot(c, x))
   
   #Define the problems constraints
   p.constraints += [x[1] + x[2] + x[3] + x[4] == 100;
                     x[1] + x[2] + x[3]        <= 100;
                     x[1]                      >= 15;
                            x[2]               >= 15;
                         -1*x[2] + x[3]        >= 0;
                            x[2] + x[3]        >= 50;
                            x[2] + x[3]        <= 80;
                     x[1] + x[2] + x[3]        >= 90]

   #Run the SCS solver on our newly constructed LP
   solve!(p, SCS.Optimizer; silent_solver = true)

   return p.optval
end

In [57]: gradeStudent(89, 91, 82, 100)

Out[53]: gradeStudent (generic function with 1 method)

Out[57]: 88.84915267081558


