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Two types of optimization problems

Type I

\( n \) jobs, \( m \) machines.
Cost \( c_{ij} \) for assigning job \( i \in \{1, \ldots, n\} \) to machine \( j \in \{1, \ldots, m\} \).
Every machine has capacity \( w_j \).
Find the least cost assignment of jobs to machines.

Type II

\( n \) Data points (labeled):
\((x^1, y_1), \ldots, (x^D, y_D)\) where \( x^i \in \mathbb{R}^n \) and \( y_i \in \mathbb{R} \). Find “best fit” linear function, i.e., find \( \beta_1, \ldots, \beta_n \) to minimize

\[
\sum_{i=1}^{D} (y_i - \beta^T x^i)^2.
\]
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1. Inherent “discreteness” in feasible solutions. Classical techniques available for Type II: Calculus, convexity - Do not apply to Type I
2. Brute force approach for Type I does not scale.
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\( n \) jobs, \( m \) machines.
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Every machine has capacity \( w_j \).
Find the least cost assignment of jobs to machines.
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\( n \) Data points (labeled):
\((x_1, y_1), \ldots, (x_D, y_D)\) where \( x^i \in \mathbb{R}^n \) and \( y_i \in \mathbb{R} \).

Find “best fit” linear function, i.e., find \( \beta_1, \ldots, \beta_n \) to minimize
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2. Brute force approach for Type I does not scale.
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1000 galaxies: $2^{1000}$ possible partitions
Evaluate a partition in $10^{-20}$ seconds
Will take $\sim 10^{250}$ years!!!!

Use physics to derive an “evaluation” function that evaluates a given partition (Correlation function in astronomy)
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Similar problem in Compressed Sensing or Sparse Coding.
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Check out: Dimitris Bertsimas and Rahul Mazumder at MIT.