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Abstract. We study the space requirement of m-ary search trees under the random
permutation model when m > 27 is fixed. Chauvin and Pouyanne have shown
recently that X,,, the space requirement of an m-ary search tree on n keys, equals
pu(n + 1) + 2Re [An*2] + €,nR¢* 2 where p and Ay are certain constants, A is a
complex-valued random variable, and €, — 0 a.s. and in L? as n — oo. Using the
contraction method, we identify the distribution of A.
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1 Introduction

We start by giving a brief overview of search trees, which are fundamental data
structures in computer science used in searching and sorting. For integer m > 2,
the m-ary search tree, or multiway tree, generalizes the binary search tree. The
quantity m is called the branching factor. According to [10], search trees of branch-
ing factors higher than 2 were first suggested by Muntz and Uzgalis [12] “to solve
internal memory problems with large quantities of data.” For more background we
refer the reader to [7, 8] and [10].

An m-ary tree is a rooted tree with at most m “children” for each node (vertezx),
each child of a node being distinguished as one of m possible types. Recursively
expressed, an m-ary tree either is empty or consists of a distinguished node (called
the root) together with an ordered m-tuple of subtrees, each of which is an m-ary
tree.

An me-ary search tree is an m-ary tree in which each node has the capacity to
contain m —1 elements of some linearly ordered set, called the set of keys. In typical
implementations of m-ary search trees, the keys at each node are stored in increasing
order and at each node one has m pointers to the subtrees. By spreading the input
data in m directions instead of only 2, as is the case for a binary search tree, one
seeks to have shorter path lengths and thus quicker searches.

We consider the space of m-ary search trees on n keys, and assume that the keys
are linearly ordered. Hence, without loss of generality, we can take the set of keys
to be [n] := {1,2,...,n}. We construct an m-ary search tree from a sequence s of
n distinct keys in the following way:

(i) If n < m, then all the keys are stored in the root node in increasing order.
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(ii) If n > m, then the first m — 1 keys in the sequence are stored in the root in
increasing order, and the remaining n — (m — 1) keys are stored in the subtrees
subject to the condition that if o1 < 09 < -+ < 0,,—1 denotes the ordered
sequence of keys in the root, then the keys in the jth subtree are those that
lie between o;_1 and o, where g := 0 and oy, := n + 1, sequenced as in s.

(iii) All the subtrees are m-ary search trees that satisfy conditions (i), (ii), and (iii).

For example the m-ary search constructed from the sequence
(10,7,12,4,1,8,5,6,9,14,11,2,15,13, 3)

is show in Figure 1. Note that empty nodes (also called external nodes) are rep-
resented as circles in the figure; m such nodes arise as children of a given node
when that node becomes filled to its capacity of m — 1 keys. In this paper the total
number of nodes (empty and nonempty) in an m-ary search tree is called the space
requirement of the tree.
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Fig.1. An m-ary search tree with space requirement 13.

The uniform distribution on the space of permutations of [rn] induces a distribu-
tion of the space of m-ary search trees with n keys. This is known as the random
permutation model.

Several authors have studied the limiting distribution of the space requirement
under the random permutation model. Mahmoud and Pittel [11] showed that when
m < 15, the limiting distribution is normal. The result was later extended to include
m < 26 by Lew and Mahmoud [9]. Chern and Hwang [3] proved that when m > 27,
the space requirement centered by its mean and scaled by its standard deviation
does not have a limiting distribution. Our result, stated as Theorem 1, for the case
m > 27 was inspired by a recent development (stated at the beginning of Section 2)
of Chauvin and Pouyanne [2].

2  Summary
Let X,, denote the space requirement of an m-ary search tree on n keys chosen
under the random permutation model. Recently, Chauvin and Pouyanne [2] have

used martingale techniques to show that when m > 27, we have X,, = X,, + n%¢,,
where

) L A2
X, = Hmil(n+1)+2Re[n A], (1)



with A some complex-valued random variable and €, — 0 a.s. and in L2. [In fact,

they derive the asymptotics of the random vector (ST(LO), .. .,Sflmfl)), where Sy(f)

denotes the number of nodes with ¢ keys in a tree with n keys, but we shall be

content here to study X, = 221—01 SS).] In this representation, Ay = o + i7 is the
root of the polynomial

d(2) = dm(z) =(z+1)---(z+m—1) —m! (2)

having second-largest real part and positive imaginary part. It is our goal to describe
the distribution of the random variable A.

To begin, we define the following distributional transform T on M (), the space
of probability distributions with a certain mean p defined at (7) and finite second
absolute moment:

T: Ma(p) = Ma(p), LW)—L (Z 522Wk> : (3)
k=1
where (Wy)7", are independent copies of W. Here S = (51, ...,Sy,) is the vector of
spacings of m — 1 independent Uniform(0, 1) random variables Uy, ..., U,,—1; i.e., if
Uay, -+ Ugm—1) are their order statistics and Uq) := 0, U,y := 1, then
Sj = U(j)_U(j—1)7 jzl,...,m. (4)

Furthermore, we take S to be independent of (Wj)7" ;. Next, define the metric do
on Ma(p) by

dy(F,G) :==min{||X = Y|2: L(X)=F, L(Y) =G},
with || X|2 := (E|X|?>)"/? denoting the L?-norm. In the sequel, for notational con-
venience we will write da(X,Y") instead of da(L(X), L(Y)).

Our main result is the following. (See the remark below Lemma 7 for a strength-
ening.)

Theorem 1. Let X,, denote the space requirement of an m-ary search tree onn keys
under the random permutation model with m > 27. Define

Vi, =X, —

1(n+1)

m

and V,, := 2Re [n*2Y]. HereY is a random variable with distribution equal to the

unique fized point L(Y) of the distributional transform (3). Then dy(Vy, Vi) = 0(n°)
and consequently A has the same distribution as Y .

The proof of Theorem 1 is presented in Section 3, with the existence of the unique
fixed point established in Section 3.1 and bounds on the ds-distance derived in
Section 3.2.

Remark. As discussed in [2] and [6], the study of the random vector (S,(Lo), e S,(Lm_l))
can be recast as a generalized Polya urn scheme which in turn can be studied by
embedding into a continuous-time Markov multitype branching process. Janson [6]
obtains asymptotic distributional results for a very general class of urn schemes
and multitype branching processes. These include results for m-ary search trees,
with (1) as a notable example. We anticipate that our contraction-method tech-
nique for identifying £(A) in (1) will extend quite generally to oscillatory cases of
Janson’s results; this is the subject of ongoing research. O



In the sequel we will use 1 =: A1, Ag,..., A1 to denote the m — 1 roots of (2)
in nonincreasing order of real parts and roots with positive imaginary parts listed
before their conjugates. In [10, §3.3] and [5], the polynomial ¥)(X) = ¢(A — 1) is
considered. The properties of the roots of ¢ that we employ follow immediately
from those known for the roots of 1.

3 Proofs

As preliminaries, note that the space requirement X,, has initial conditions X, =
X, =+--=X,_2 =1, and for n > m — 1 that the number of keys not stored in
the root is

n' =n—(m-1).

It is well known that, under the random permutation model, X,, satisfies the dis-
tributional recurrence

X EY X 41, n>m-1, (5)
k=1

where £ denotes equality in law (i.e., in distribution), and where, on the right,

— the random vector J = (Ji, ..., J,,) is uniformly distributed over all m-tuples
(j1,---,Jm) of nonnegative integers with j; + - + j,, = n’;
— for each kK =1,...,m, we have X]<k) £ Xjs

— the quantities J; Xél)7 ... 7X,(;); Xéz), ... ,Xfﬁ); - Xém), - ,Xr(z,n) are all inde-
pendent.

Using (5), we get a distributional recurrence for V,,, with notation as for the X’s:

VnéZV}f), n>m— 1 (6)
k=1
The initial conditions here are V; = 1— If‘”‘h forj =0,1,...,m—2. The asymptotics
of the mean of V;, can be derived using [5, Equation (2.7)]:
EV, = un*? + in** + O(nfe™), (7)

where p is a constant. Note that no two roots of (2) have the same real part unless
they are mutually conjugate, so that Re Ay < Re A3 = Re s = 0.

For the reader’s convenience, we state here a part of the Asymptotic Transfer The-
orem of [5]. We will use this result in Section 3.2. The constant K’ can be expressed
in terms of K, but we shall have no use here for such an expression.

Proposition 2. For fired m > 2, consider the recurrence

m il n—1—j
Qp = by + ( )a-, n>m-—1,
) 2\ )"

with specified initial conditions (aj)}":_(f. If b, = Kn + o(n”) withv > 1 and K a
constant, then
a, = K'n" +o(n")

where K' is a constant.



3.1 Fixed point

The existence and uniqueness of the fixed point of the map T at (3) follows from the
contraction method (see, e.g., [13]). Indeed a routine modification of the argument
presented in [5, §6] yields that T is a contraction on My (u) with contraction factor

_ o I'2c+1) 1/2_ m! 1/2
| (20 +m) L 204+m—1)---(20+1)
since for m > 27, we have o > 1/2 [10, 5].

<1,

3.2 ds bounds R
We begin by defining d,, := da2(V,,,V,,) and f(¢) := 2Ret = ¢ + t. Unless otherwise
noted we will henceforth assume n > m — 1. Throughout ZJ- will denote a sum over

all m-tuples (j1,...,Jm) of nonnegative integers summing to n'.
By the triangle inequality,
dn, < ap + by, (8)

where, taking (Y3)7, to be independent copies of the random variable Y in Theo-
rem 1 and J and S each independent of (Y3)7,,

ap = dy <Vn,zm:f(J;?2Yk)> (9)

k=1
and

(Z FIPY), Z f(nAZS,?QYk)) : (10)

k=1

We proceed by deriving upper bounds for a,, and b, separately. The bound on b,
is proved as Lemma 4.

For a, a crude bound can be derived as follows. Even though this bound is not
sufficient to show that d,, = o(n?), it will be employed in Lemma 6, which in turn
will be used to derive the estimate that we need.

Lemma 3. With a,, defined at (9),
a, = 0(n?%).
Proof. By the triangle inequality,

m
an < [Vallz + ) IR Yi)l2 = [[Vallz +mllf (772 Y1) 2.
k=1

Since .J; < n’ and ||Yi]]2 < oo, we have || f(J;2Y7)[s = O(n?). Using independence
of the Y/j(f)’s7 (6), and (7), we have

“ k
Va3 =Y Pa=jE > vV
J

k=1

2

—(i)ZZvjkﬁo %)

m—1 j

n—(m—1) .
11—
e iD D e [T RC!
m—1 3=0

It follows from Theorem 2 that ||V;,||3 = O(n27), and the result follows. |



To sharpen Lemma 3, we employ the following coupling between the distributions
of V,, and of Y7" | f (JkA2 Y;). The L? distance exhibited by this coupling serves as

an upper bound on the ds-distance. For k = 1,...,m, let (Vl(k),VQ(k), ...;Y%) be
independent copies of (Vi,Va,...;Y) such that the coupling between V; and Y is
da-optimal for each j. [To construct such a coupling, first choose optimally-coupled
V1 and Y'; having chosen (V4, ..., V;;Y), choose V41 so that it is optimally-coupled
with Y] Then, with J = (Jx)}"; independent of everything else,

2

m 2
ST =

k=1

DR ITED
k=1

Y PI=

(11)

Now

2

V(k Zf 22Y4)
=1 2
=Z||V fGvlli+e Y ] Yol [V - £
k=1 1<k#I<m
~Y &+ Y EVY —iGevalE VO - £ (12)
k=1 1<k#I<m

If we choose the mean EY to be p, it follows from (7) that E [V, — f(n*2Y)] =

O(nReX1) Tt follows then that the second sum in (12) is O(n?R¢*) = o(n27) uni-
formly in j. Thus, from (11) and (12),

where r,, = o(n?).

Next, we proceed to bound b,,.
Lemmad4. With b, defined at (10),
by, = o(n?%).

Proof. We take Y7,...,Y,, to be independent copies of Y and (J,S) independent
of Y1,...,Y,,. The conditional distribution of J given S = s = (s1,..., Sp) is taken
to be Multinomial(n’, s). Indeed this yields the distribution of the vector of sizes of



the subtrees rooted at the root of a random m-ary search tree [4]. Then

(JliQYk Zf )\25>\2Y
k=1

2

< ZHf(JJi\2Yk) - f(”AzS;?zYk)||2

<2 ZH [ — (n8)] Vs HQ (by definition of f)
k=1

=2[|Y |2 ZHJ;‘Q - (nSk)’\2H2 (by independence)

= 2m||Y||2 HJ (n.S;)*2 H2 (by symmetry)

We know that ||Y||2 < oo, and by Lemma 5 to follow the last factor above is o(n?).
O

Lemma5. With o > 1/2 denoting Re A,
1772 = (n51)*2l2 = o(n?).

Proof. Given ¢ > 0 we will show that the Ly-norm in question is bounded by a

constant times €/2n7. The lemma then follows by letting € | 0.
Observe that

179* = (nS)*2[13 = BIJ7? — (n81)2? = BE[|J?* — (nS)** [ 51]. (14)

Until further notice assume s > 2¢, and note that the conditional expectation
E[|J}? — (nS1)*|? | S1 = s equals

S P =ilsi=sli e > o+ Y+ Y
=0

0<j<n(s—¢) n(s—e)<j<n(s+e) n(ste)<j<n

The conditional distribution of J; given S; = s is Binomial(n/, s). The last sum
on the right is o(1) uniformly in s since, by [7, Ex. 1.2.10-21],

PlJi>n(s+e)|Si=5s<P[J1>n'(s+¢) | S =s] <exp(—€*n'/2).

For the first sum observe that, for n large enough (independently of s),
PlJi<n(s—¢€)| S =95 <P [Jl <n (s — %) ‘Sl = s] < exp (—€*n'/8),

the last inequality being a consequence of the aforementioned exercise. Thus the
first sum is also o(1) uniformly in s.
On the other hand, for the range of summation in the middle sum, by the mean
value theorem and the assumed inequality € < s/2 we have
A
<—> —sM < €|A2]  max |C\"_1 < €|lA2|e, 87
n CE(s—e,s+e€)




where ¢, is (3/2)°7 1 if 0 > 1 and (1/2)°! if 0 < 1. Thus

N A

(l> 2 - SA2
n

Hence the middle sum is at most €| \g|2c2 52~ Hn27,
Note that S; has distribution Beta(1l,m) and that

! I'(m)I'(20 — 1)
2(c—1) 1— m—1 = =
/Os (1-y9) ds F(m+2071)<oo

2

|j>\2 _ (ns))\2|2 — n20 < €2|)\2‘20§82(071)n2a.

since o > 1/2. So

1
/ E[|J}? — (nS1)*?|? | 81 = s] P[S) € ds] < constant x €2n?7,
2

€

Finally,

2e€
/ B[ — (nS1)™[2 | S = 5] P [S1 € ds]
0

< constant x n?°P [S1 < 2¢] < constant x en?e.

O
Combining (8) and (13), we get
al<E (aj, +b,)°+r=EY aj, +2E> asbs +EY b3 +r. (15)
k=1 k=1 k=1 k=1

Next we bound the terms on the right-hand side, so that (15) will yield a recursive
inequality.

Lemma 6. m
E Zb?]k = o(n??).
k=1
Proof. By linearity of expectation and symmetry,
m m
E Zbgk = ZEb?,k =mEb} .
k=1 k=1

Now, the conditional distribution of J; given S; = s is Binomial(n/, s). We show
that the conditional expectation E [b3 | Sy = s] is o(n??). To that end, let X be
distributed Binomial(n, s). For € > 0,

Eby =) PX=4b= > + >
j=0 0<j<n(s—e) n(s—e)<j<n

Now an argument similar to the one used in the proof of Lemma 5 can be employed.
The first sum on the right is o(n??). On the other hand, we use the fact that
by, = o(n?) from Lemma 4 to conclude that the second sum is o(n?). O



LemmaT.

E Z az by, = o(n*).

k=1

Proof. The proof (using the crude bound on a, established in Lemma 3) is very
similar to that of Lemma 6. We omit the details. g

We now complete the proof of Theorem 1. Using (15) and Lemmas 7 and 6 we
find

m m
2 gEZaik—s—gn:(%ZZa?k-l-gn: (mT)Za?ﬁ'gn
k=1 m=17

m—l) j k=1
n—(m—1)

m n—1—j
s E (e

m—1 7=0

where g, = o(n??). It follows from Proposition 2 that a? = o(n??), so that d,, <
an + by, = 0(n?), as desired.

Remark. The o-estimates in Lemmas 4-7 can be improved to O-estimates. In the
proof of Lemma 5, choosing € as a function of n (specifically, taking €, to be a suit-

able constant multiple of n /2 log n) sharpens the estimate o(n?) to O(n? = +/log n),
so that b, = O(n"’h/@) in Lemma 4. In turn, Lemmas 6 and 7 are then im-
mediately strengthened to O(nQ"’% Inn) and O(nz"’%\/@), respectively. This
leads to dy(Vy,V,) = O(nRe*) + O(n° % (logn)i). Numerics strongly support
the conjecture that ¢ — ReAy | 0 as m T oo. If this is true, then dg(Vn,Vn) is

O(nfe*) whenever m > 1044. Due to the presence of r, = O(n?R¢*1) in (13), this
large-m rate of convergence cannot be improved by the methods of this paper and
presumably is the exact rate. a

Finally, to prove equality in distribution of A and Y, we show that da(4,Y") = 0.
Indeed with A = |A|e’® and Y = |Y[e'T, we have

d> (Re (n*24),Re (n*?Y)) = da (Re (77| A[e'®), Re (n7T7|Y]e'T))
dy (n?|A|cos(tlnn + ©),n°|Y|cos(tlnn+T)).

But ds (Re (n*24),Re (n*2Y)) = o(n?) so that, as n — oo,
dy (|A] cos(tInn + O),|Y]|cos(rlnn+T)) — 0.

For any fixed ¢ € [0, 27) we can choose n — oo such that (71lnn) mod 27 — ¢. Then
|A] cos(¢ + ©) and |Y|cos(¢ + T) have the same distribution. It follows from the
Cramer—Wold device [1, Theorem 29.4] that the random vectors (] A| cos ©, |A| sin ©)
and (|Y|cosT,|Y|sinT) have the same distribution. In particular, A = |A\e’8 and
Y = |Y|e'T have the same distribution, as claimed. This completes the proof of
Theorem 1.
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